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Executive summary

This document describes the second version tbé Morphing Mediation Gateway, architecture,
conceptsandmodulesc developed by the WiséT consortium.

The Moring Mediation Gateway (MMG) is the key Wis&@ component for enabling the
interworking between bterogeneous 10T platformen the one handand between loT device and
communication technologies and |oT platforms the other hand Conceptually, the MMG is part of
the Integration and Management Layer in thiéseloT Layered Architecture VieBince theneM2M
platform was chosen foinstantiatingthe Integration and Managemeritayer, the MMG is used for
enabling the interworking with specific device & communication technologies, in particihava
and LoRa, and also for interworking with local or dowspecific platforms, in particular OCF, GS1 and
sensiNact. Since the FIWARE platform was chfmsenstantiating the Information Access Layer in the
WiseloT Layered Architecture Viewa special focus is on the translation between oneM2M and the
NGSI cotext interfaces supported by FIWARE, which are based on the OMA NGSI standard.

In the MMG approach, the MMG is the driving component behind the translation, decoupling the
platforms or technologies. The reason for choosing this approach is that theaio¢srfof involved
platforms and technologies amonceptuallyso different that a direct integration becomes infeasible.
For example, taking thé/lca interface (M2M communicationsapplication) of oneM2Mand the
FIWARE GEs with their NGSI interfaces as erantipé Mca allows REST operations on a certain set of
generic resource typesvhereas the NGSI interface allows the retrieval of entities and their attributes,
i.e. the former is resourceentric, whereas the latter is informatiecentric and a direct tnaslation is

not possible. Instead information is retrieved from the source system and, where possible, translated
to the target systemThus applications can use the respective operations of the systems they interact
with to handle and manipulate the inforation.

Semantics plays an important role the MMG approach. Even if the representations on different
platforms are very heterogeneous, the underlyisgmantic conceptshave to bethe same, thus
enabling the translation of information from one represeta into the other. This deliverable
focuses on the architectural aspects of the MMG, whereas the semantic aspects are presented in
WiseloT Deliverable D2 2].

The MMG has an MMG Manager that allows the configuration and deployment of MMG modules.
MMG modulestypically support one type of source platform or technology and one type of target
platform. The respective source and target platform instance to be usébein configured through

the MMG Manager. MMG modules are implemented as Docker images that can be instantiated at
runtime as Docker containers.

Depending on the platforms or technologies between which the translation is supposed to happen, the
MMG modules can be relatively simple or highly complex and may even have morgrairesd
adaptation capabilitiesin particular the Adaptive Semantic ModuldSM)can be used taliscover

new types of informationto check whether suitable translatiocomponentsare available or can be
downloaded from a rpository, and to dynamically instantiate the translation component, enabling the
automatic translation.
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Glossary

Term or Abbreviation

Definition (Source)

ASM Adaptive Semantic Module

CAG ContextAware AuxilianGateway
CSE Common Servicdsntity (oneM2M)
EPCIS HectronicProduct Code Information Service@GS1)
HTTP HyperText Transfer Protocol

IN Infrastructure NodgoneM2M)

IPE Interworking Proxy Entity (oneM2M)
loT Internet of Things

LoRa Long Range

MQTT Message Queue Telemetifyansport
MMG Morphing Mediation Gateway

MN Middle Node (oneM2M)

NGSI Next Generation Service Interface
OMA Open Mobile Alliance

OCF Open Connectivity Foundation
OSGi Open Services Gateway initiative




1 Introduction

Many standardizedoT protocols (e.g., HTTP, CoAP, MQTTA&ge.g., oneM2M, NGS#re used for

IoT devices, gateways and servers. By definition, 10T is a technology interconnecting various devices via
the Internet to exchange messages for better sexgicThis means that IoT entities (implemented
using different protocols) should communicaseth each other. However, as each protocol afBI

defines its own message format, semanti@nd modelling mechanism, it is not easy to support
interoperability.

The objective of theWiseloT project is to propose a framework to facilitate the interoperability
between various 10T platforms and protocols currently used in Europe and in Korea and offer
portability through an information accesdayer interconnecting ifferent platforms. However, it is
unrealistic to completely uniformize the data and semantics model for each of the underlying
platforms, thus this framework needs a component that enables building bridges between those
models, in particular towards thi@formation accestayer and the agreed information model.

The Morphing Mediation Gateway (MMG) is the entityr enabling the interworking between
heterogeneous |oT platforms on the one hand and between loT device and communication
technologies and loT gfarms on the other handThis deliverable introduces the architectural aspects

of the MMG, whereas WisT Deliverable D2.2] introduces the semantic aspeaté the MMG and
related components, in particular it describé®w semantics is used to achieve interoperability
betweenheterogeneous loT standards.

In release 1, various MMG components were designed and implemented. This gtewbility of
WiseloTto provide a flexible and dynamic framework interconnecting various loT entities. However,
most Rell MMG components are mainly focusing on generalization of message translaticareand
not fully integrated into a single framework. In addition, the interfaceA®se=n MMG components and
MMG manager (an umbrella MMG component managing MMG componirtds)y designed fovery
limited functionalities e.g.,showthe number of managing devices.

The overall goal is to provide an integrated, flexible MMG solutiorwhith different translation
modules developed by different partners can be dynamically instantiated at runtime. As for the first
release the underlying mechanisms needed are not in place yet, different standalone components
were developed by partners.

The MMG components we have implemented so far can be categorized into one of the following
gateway entities:

- Fixed Configuration GatewaySuch a gateway explicitly maps information/resource instances
from source to target system. This approach works wellsfoell set of static sources. New
sources require updated configurations, new source types may require installation of new
translation modulesph FIWAREBNeM2M-Proxy MMG, ZVaveoneM2M MMG, GSbneM2M
MMG, etc.

- Discoverybased GatewaySuch a gateway reguly discovers (subscription/polling) relevant
sources and adapts resource mappings according to configuration. This works well for a
changing set of sources of fixed type. Changes of relevant source types require updated
configuration, i.e. discovery spéication ¢ a new source type may also require installation of
new translation module.

- Semantic Mediation GatewayA Discovernpased Gateway using semantics for describing
information / resource instances and semantic discovery.



- Morphing Mediation GatewayA Discovenrpased Gateway with discovery functionalityhat
discovers a larger variety of candidate information / resource instarigsgovering new types
of information / resourcesmay then trigger the dynamic download, instantiation and
configuration of new translation module given that such modules existhrough this
mechanism, new information and suitable translation modules may be provided at any time
YR (GKS a2NlKAy3a aSRAFGA2Yy DFiSgtre OFy I RILX
translaton.

In the second release, all MMG components are transformed into MMG modules that can be flexibly
and dynamically deployed in MMG instances

The remainder of the document is structured into two main parts. The concept of the MMG Release 2
is introduced \vith an introduction tothe MMG manager. The second part is devoted to address all
MMG modules developed by WideT partners The full functionalities of each MMG module ahe
Manager are provided.



2 The Morphing Mediation Gateway c oncept

The Morphing Mediation Gateway (MMG) is the entity in charge of translating, at runtime, a
representationof informationfrom one platformor technologyto another (cf.Figurel).

Target
Platform

L| 3. Write information to

MMG 2. Transform information

rI 1. Read information from

Source
Platform

Figurel: Abstract architecture of the MMG

The MMG decouples the sourgaatform / technology and the target platform. The reason for
choosing this approach is the high diversity of the interfaces, making a direct trandlatwaen the
requests for accessing informatiampossible. Taking the oneM2M platform with its Mca interface
(the interface between oneM2M applicatisrand oneM2M platform and the FIWARE GEs with their
NGSI interfaces as examgplef. Figure2), the Mca allows REST operations on a certain sgeoéric
resource typeswhereas the NGSI interface allows the retrieval of entitiesthait attributes, i.e. the
former is resourceentric, whereas the latter is informatiecentric and a direct translation is not
possible. Instead information is retrieved from the source system and, where possible, translated to
the target system Thus aplications can use the respective operations of the systems they interact
with to handle and manipulate the information. oneM2M applicagouse the Mca interface to
discover and retrieve/manipulate resource content, whereas N{Blications request eniis,
identifying attributes of interest.

FIWARE C
(Context Broker, ...) L‘? Fl

LI NGSI-10 update

MMG

rI Mca discover and retrieve

oneM2M Platform  Oh€
(Mobius, ...) M

Figure2: Example of MMG instantiation

In the first release, partners had provided an initial set of standalone gateways to be able to start
supporting use cases. In the second release standalone gateways are replaced by MMGs on which
RAFFSNBYd Y2RdA 8a Oly 68 ReylYAOLft& Ayaldleydal ds
functionality of the gateway can be dynamically changed at runtime, adapting to the changing



environmert of the different deployment scenarios. For example, sensors of a new type may become
available or existing sensors may be replaced using a different underlying technology. The MMG
enables the handling of these changes without disruptions.

Application
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Processing Layer

Information FIWARE: loT Broker GE/Aeron
FIWARE: Context Broker GE/Orion FIWARE: loT Discovery GE/

NEConfMan
e 1>
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Integrationand oneM2M: Mobius oneM2M: Insator | | oneM2M: ThingPlug |
Management Layer
Morphing
Q Mediation GW )
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Data Collection and
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Figure3: MMG in in the WiséoT Layered Architecture View

Figure3 shows the MMG in the Wisl®T Layered Architecture Viej]. Conceptually, it is part of the
Integration and Management Layand it is used for two purpose®n the one handIMGs areused

for translating from different technologies in the Data Collection and Device Actuation Layer to a
commonloT platform in the Integration and Management Layer. lseaf WisdoT the standardized
oneM2M platform was chosen for this purpogen the other hand, MMGs are used for translating
between the Integration and Management Layer platform and the Information Access Layer platform,
which in WisdoT is implementedising the FIWARE platforasing FIWARE Generic Enablers (GES)
based on the standardized OMA NGSI context interfaces.

Overall, the focus ofWiseloT is to make information available to application&specially on the
information access layer, applicationanc specify the information they are interested in using a
standardized interface. Also on the other layers the focus is on making thel&@&d information
available to the oneM2M and FIWARE platforms respectively. The MMG is the component that
enables his translation.

In contrast, somestandards and projects take a servimentric approach. In particular, the W3C Web
of-Things grouf6] standardizes a Thing Descriptiff]. The Thing Description describes the Thing (in
the sense of an IoT device, not an abstract entity like a room or a tablegqyticypar the interface,
how applications can interact with it. Thus, in order to interact wfith Thing, 0T applications need to
understand the respective Thing interfageand there could be a large number of heterogeneous
interfaces.The focus is ondw Things and related services are described, not on how information is
modelled, which could be highly heterogeneous.

The goal in WiséoT is to provide applications with a single point of access, ideally on the abstraction
level of the Information Accedsayer, where information can be directly accessed. Another approach is
to provide a central point for discovering services or information and then accessing these directly in a
second step. The Big loT proj¢8} develops a Market Place where registered platforms and services
can be discovered using a unified Web [®PI



The symbloTe projedtlO] takes the approach of providing core services and enable platforms to plug
into these In order to do so, platforms have to implement key functionalities and there are multiple
compliance legls, identifying how and on what level platforms interoperate. Level 1 is advertising and
making resources available, level 2enabling the federation of platforms, level 3 the simple integration
and dynamic reconfiguration of I0T devices in local spacesfiaally, level 4 that enables device
roaming between local spaces. In Wisd, the goal is to keep standardized and deployed platforms as
they are and simplynake the information from one platform or technology available in another. This
means existing latforms do not have to be modified for compliance, but instead additional MMG
modules supporting the translation have to be made available.

The INTERT [11] approach seems to be closest to the MMG approach of Wdeas it provides
building blocks and a methodology to connect different 10T platforms at different layers. This indicates
that some kinds of mediation gateways (in Wie& terminology) are envisionetiowever, there is no
discussion about supporting an MMG adaptation at runtime as in WdiBe(by dynamically
downloading and instantiating new modules) or dynamically discovering new kinds of information and
selfadapting to enable automatittanslationas in the case of the Adaptive Semantic Module (ASM)
for the MMG.

Overall,the goal of WisdoT is to use standardized platforngsoneM2M on the Integration and
Management Layer and N&&ised FIWARE GEs on the Information Access Layer. Instances of these
platforms are already part of existing deployments, e.g. oneM2M in Busan and FIWARE in Santander.
The MMG allows connecting these platforms without having to interfere with the currently deployed
platforms, simply adding a new component that interacts wilte platforms. In the same way, the
MMG allows connecting new technologies to the existing platform deployments. The approach is
information-centric, i.e. the focus is on translating information from a source platform or technology
to make it available om target platform. To enable this, a semantic approach is taken, i.e. even if the
representations on different platforms are very heterogeneous, the underlying modelled concepts are
the same and this enables the translation. The semantic aspects arenpedsa WiseloT Deliverable
D2.5[2].The focus of this deliverable is on the architectural aspects of the MRl®Release 2t
consists of a management part thatan deploy different modules at runtime. Each module is
responsible for the translation between a source platform or technology and a target platform.
Chapter3introduces the design and implementation of the MMG and its modules.



3 Morphing Mediation Gateway R2

This section defines thilorphing Mediation Gatewagomponents thathave been developeih the
second releasef the MMG.

3.1 Architecture

The Morphing Mediation Gateway consists of an MMG Manager that can dynamically deploy MMG
modules as shown irigure 4. The MMG modules are provided as Dockef images that are
instantiated by the MMG Manageg as Docker containers. The Docker images are provided in a
repository. By adding a new Docker image to the repository, e.g. for supporting a new translation
between platforms or technologiest can immediately be instantiated by an MMG Manager,
dynamicallyenabling the translatioin a running system.

/.__.__—-—‘—'\
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Adaptive Semantic Module
Context-Aware Auxiliary
Module

OCF — oneM2M Module

Operating system (Ubuntu)

! ! MMG Manager
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Figure4: Morphing Mediation Gateway Architecture

In SectiorB8.2the Morphing Mediation Gaway Manager is introduced. The MMG Modules, as shown
in Figure4, are then described in subsections of Sec8dh

3.2 Morphing Mediation Gateway Manager

The Morphing Mediation Gateway Manager is a containerized management software component to
manage various MMG modules. The MMG Manager allows users to select and instantiate required
MMG modules. For example, a user who wants to operat¥aXe devices an@CF field devices in
his/her room using a oneM2M IoT platform, he/she can instantiat&/é&eoneM2M and OGF
oneM2M MMG modules using the MMG managehe MMG managgprovidesthe same interface for

each MMG module. As each MMG module is containerized usiagker, it can be dynamically



instantiated based on the needs from the us€&he basic informatioto configureeach dockeMMG
moduleis communicated usindqRESDperations (e.g. HTTP Get, Podf)a userwants to introduce a
new MMG dockemoduleto the MMG managerthe userneedsto developthe modulebased orthe

following interface Ml interface, which enables two main features

[ Target loT Platform

MMG Manager

Information part
(Device status,
number of devices)

Configuration part
(IP addr, data info)

ML interface

| Control part
Data part

Docker Modules

| Source loT Platform ‘

Figure5: MMG Manager Interfacéor interaction

Configurationpart: when the MMGManagerinstantiatesa new MMG docker container from
the repository, it has to provide basic information to configure the MMG modi@ay., IP
address and port numbers of source and target I0T entifiedata information, basic
configuration information)Optionally, the MMG manager can provide a query or selection
criteria for devices that need to be monitored by the MMG module.

Information part: This part is used to exchange the current statusrofi81G module running

in the MMG manager. Using this interface, theer can select devices to control, get the
number of managing devices and check running time.

As fiown inFigureb, each docker MMG module has to support two fuans, control and data parts.

The control part providean interaction with the MMG manager to manage various control related
information such as the number of connected devices, while the data part is to convert data from the
source platform to the destirtaon platform.

Currently he repository containing various loT MM®&odules is located in the MMG manager's local
environment.However, the repository can be locatetlany location.Therefore, ifthe userintendsto
add anew MMG moduleto the repository and wants to run it in hiss/her MMG managdsg/she must
providethe IP addressf the repository to download MMG modules

The user interfacef the MMG Manage(seeFigure6) provides the following functions:

PN PRE

Displays a list of available source types, e.g. NGSI context model, oneM2M ;

Displays a list of available MMG container images from the repository ;

Displays a list of available target typegy., oneM2M, NGSI context model ;

Gets user input to specify sources to be converted into the targeted system, e.g., sensors in
Santander, actuators in Busan.

Shows thesystemresource consumption of each dockapdule (CPUWsage Memoryusagé
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Figure6: Snapshot of MMG Web portal

3.3 MMG module s

The MMG modules have been implemented as Docker images that can be dynamically instantiated as
Docker containers by the MMG Manager. In the following the MMG modules availabléegsRe of
the MMG are described.

3.3.1 Adaptive Semantic Module

3.3.1.1 Motivation

The Morphing Mediation Gateway concept as such enables the dynamic deployment of complete
modules. Modules argin general,relatively coarsegrained units providing the translation from a
source to a target system and their deployment is generally triggered by an administrator. To enable
selfadaptation on a more fingrained levelthe Adaptive Semantic Module (ASM) has bderigned.

The idea is that for given source and target platforms, a running ASM can adapt itself when new types
of information become available.

A configured ASM can discover new sources of information and check whether suitS8Me
subcomponentsfor translation have already been instantiated. If this is the case, they canmserke
Otherwise, the ASM can check whettigting components are available in the Component Repository
and, if this is the case, dynamically instantiate them.

If a new sevice provider wants to make information available in the source platform of the ASM and
make sure they also become available in the target platform of the ASM, it needs to make sure that a
fitting translation component is made available in the ComponeapdRitory and that the new
information can be discovered by the ASM. If these conditions are given, new types of information can
be made available dynamically in the ASM target platform withotgtagtingthe MMG and the ASM.



While the ASM provides a fldike framework that can be applied to different source and target
systems, its pmary application are&n WiseloTis the translation from a oneM2M source platform to
an NGSbased FIWARE platform.

To enable this translation, semantic annotations in tmeM2M system ardeingused. Together with

the actual information, e.g. sensor values, the semantic annotation needs to provide the basis for
creating the representation according to the NGSI data madeld in FIWAREvhich models the
world as entities hat have attributes with values and meta data. For example, the entity may be a bus
with an identifier Bus123 which is of typeBus The bus has an attributepeedwhose value is
measured by a sensor and the unit of measuremdmt/f) is part of the metada. In the oneM2M

the actual speed value may be stored in contentinstance resources in a container resource and all the
additional information(entity id, entity type, attribute name, data type, unit) may be provided as a
semantic annotation that is storeth a semantic descriptor resource attacthed to the container
resource. Instead of directly providing all information in the semantic descriptor, it is sufficient to
provide enough information to be able to dervice missing informatiBar this purposeddiional
information is used thatcan be made available using a Context Provider, which may connect to
external systems.

The following subsections describe the architectural framework, the individual components and the
internal data format of the ASM. Moreethils about how semantics is used in the translation from
oneM2M to FIWARE can be found in the W€ Deliverable D2 [2].

3.3.1.2 Adaptive SemantidModule architecture

The ASMconsists of multiple component$he modular design shown kigure7 and an intermediate
Internal Data Format allow for an easy extension oftiplé source or target systems. The separation

of API interaction (Source Adapter and Target Adapter) and content translation (Input Translator and
Output Translator) allows the system to efficiently create translation chains between multiple source
and taget systems. Th&dSMuses OSGi to enable the modular design as well as to configure and
instantiate multiple instance of specific implementations of the core components. The core
components are the following.
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Figure7: Architecure overview Adaptive Semantic Module

Source Adapter

An implementation of theSource Adapter connects to an external 10T system and provides the raw
data from the loT System into th&SM In order to be linked together with Input Translators a Source
Adapter will publish what type of IoT system it is capaifleonnectng to and providinglata from. A
Source Adapter can request multiple Input Translators during runtime, allowing it {@t &mlapecific

data formats it might discover from its source systékdditionally a Source Adapter can provide hints
towards the Input Translators which might be required for the translation process.

Input Translator

An Input Translator takes the raw @afrom a Source Adapter and translates it into an intermediate
Internal Data Format (se8ection3.3.1.3. If the Source Adapter is missing information, which is
needed to translate the raw data into the Internal Data Format, the Input Translator can request one
or multiple Context Providers to enable the translation process. Hints provided by the Source Adapter
can be forwarded to the Context Provider. An Input Btator publishes which kind of Source Adapter

it supports.

Context Provider

A Context Provider is used to support the translation process. Its main goal is to provide additional
information in case a source loT system is missing relevant informationddrahslation, e.g. type of

the data is missing. Since this additional information is specific to the source 0T system Input
Translators have to be aware of the specific additional information given by a Context Provider. The
Adaptive Semanitc Modulprovides a set of constants to support the exchange between Context
Providers and Input Translators.



Output Translator

An Output Translator will translate from the Internal Data Format to the required format of a specific
IoT target system. Using the intermiate Internal Data Format no additional information from a
Context Provider is required. Hence an Output Translator implementation can straight forward
translate into the required raw format of the the target loT system.

Target Adapter

The task of a TargeAdapter is to communicate with the target loT system APl and publish the raw
data coming from a matching Output Translator into the target system.

Mediation Manager

The main task of the Mediation Manager is to create and disassemble translation chains. In order to
achieve this, the Mediation Manager uses the OSGi service discovery to be aware of all Translators,
Context Providers and Adaptors presenttire ASM On reqgest it will create and configure new
instances of the required component to create a translation clgairnng runtime These requests can
either come from the External Management Interface, from already instantiated Source Adapters
which require new InputTranslators or from Input Translators which require a new Context Provider.

a required component with a specific configuration is already instantiated it will be reused to save
resources.In the case that a required component is not available within @®Gi container the
Mediation Manager will look up the component in a remote component repository. If a component is
not available to build a requested translation chain the Mediation Manager will store the request and
fulfill it when all required componeas are available.

External Management Interface

The External Management Interface provides a REST interface to request new translations from a
specific source 0T system instance to a specific target loT system instance. The requests are
forwarded to theMediation Manager which takes care of linking all the required components with
each other.

3.3.1.3 Internal Data Format

Real Value
Data Value
Value
List of Meta

Data
}~ MetaData

Internal Data e
Format |— MetaData

Figure8: Data Value structure

The Internal Data Format is used as an intermediate format during the translatioegsrolence it
has to be capable of holding &pically usedoT data formatsin particular the ones encountered in
the WiseloT use caseg\s shown ifrigure8 and Figure9, a JSON inspired approach was taken for the



Internal Data Format where an instance of the format has a list of Data Values where each value can
be the ramt of an Internal Data Format instance again or a real value. Similar to JSON an object has

name and value where value can be object again. This format should be capable of holding all kinds of
tree formats as well as relationship based formats.

Internal Data Format

—{ Dataldentifier

— Data Type

— Data Values

Data Value

Figure9: Internal Data Format structure

Data Value

As shown irFigure8 and Figurel0, each of the Internal Data Format subfields has an actual value like
Name or Type and an additional MetaData field or a list of MetaData fields to support contextual
information like e.g. data type, unit of the value or timestamp etc. Maaptive Semantic Module
provides a set of constants to be used when filling up the MetaData fields, in order to support the
communication between Input Translators and Output Translators.

Data Identifier Data Type MetaData
Name Type Name
MetaData MetaData Type
Value

FigurelO: Data Identifier, Data Type drMetaData structure

For a seamless interaction between Output Translators and Input Translators there has to be an
agreement on where certain MetaData is placed. For instance a timestamp could be connected to the
actual value or to the Dataldentifier orumit type (e.g. cm or kg) could be connected to the DataType

or to a specific value. This contract between the Translators might have to be further enforced in

future by providing specific setters and getters for common MetaData.



3.3.2 Context -Aware Auxiliary Gateway
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Figurell FIWAREo-oneM2M component interaction with MMG Manager

ContextAware Auxiliary Gateway (CAG) is onetted dockerized MMG modulesdeveloped for
converting lIoT informationbased on resource mapping rgleMore specifically,it gets the Entity

information fromthe FIWARE platform (NGSianslates the informationd storestin the oneM2M

platform based on resource mapping rsld=or example, ifiserswho would like toget information
about their devices ona oneM2M server camalso get information aboutheir devicesnatively

registeredwith a FIWARE server withogpecific handlingWith the resource mapping rule, theata

over FIWARE NGSI and oneM2ta should be interoperabldy the resource mapping rulesTte

resource mapping rukeare not fixed butthey can be changed according to the scenarlaghe Wise

IoT project, CAG is in charge of convertitaga from FIWARE NGSI to oneM2Wta based on smart
parking scenarios of Santander smart c#jncethis component is dockerizatie MMG Manager can
load and run itfrom the MMG Repository whenever users would like to us&itereforeit acts as a
gateway betweerthe FIWARE platform and oneM2ad&descibed irFigurell.

f

e

Stepl Receiving FIWAREtity informationfrom the web-based MMG (Morphind/ediation
Gateway Manager which providessers with popup windows for selecting the specific Entity
and also CAG has impiented the REST API for receving the Entity information dynamically.
Step2 CAG gets the FIWARE device information based on Entity Name and Entity Type.
Step3 CAG converts FIWARE Device information to oneM2M standard.

Step4 After all FIWARE device infoation is convertedinto oneM2M standard, CAG
subscribes FIWARE devices for tracking devices sthtunges

Step5 CAG receives notification messages from Congxtker when registered FIWARE
devicestatusvalue is changed.

Step@ Finally, CAG updates the device information stored in oneM2M server.



3.3.3 Z-Wave -oneM2M

Z-WaveoneM2M is one ofthe MMG modules usedby the Morphing Mediation Gateway (MMG)
manager. The essence of tmwduleis to coordinate Zvave devices (e.g. senors) withe help of Z

Wave controllers to create oneM2M resources in oneM2M server. The data then can be used to build
oneM2M applications for different purposes. TheWave based devices are managed at nodes with
the help of AWave controllers. The nodes in geakare locatedn different places and communicate

over IP network to XVaveoneM2M.

oneM2M Server

f

| l MMG Manager
A Dncllcer Z-Wave-oneM2M
epumtnr’fﬂ (Dockerized Running Instance)
= T E—

Figurel2: ZWaveoneM2Mmoduleinteraction with MMG Manager

Z-WaveoneM2M interacts withthe MMG manager over a set of defined interfaces idarrto provide
data from different nodesThe MMG manager acts as a dashboard and provated? addressof the
oneM2M based server and other configurations t&VAveoneM2M. The MMG manager is able to
show the number of the -¥Vave devices attached to a specific nodée MMG Manager can send
instructions to ANaveoneM2M about specific -¥Vave controller in order to add or remove any Z
Wave device.

Z-WaveoneM2M controls multiplezWave controllers attached to different nodes. A singlé&/dve
controller has the capability to manage multipld\Zave devices. As new data arrives (e.g. the data can
be a temperature value), it is collected at the node bwdve controller and then sertb ZWave
oneM2M running inside the MMG Manager. This data is then translated into oneM2M format and
written to oneM2M based server in form of oneM2M based resources.
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Z-Wave-oneM2M
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l |
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(Z-Wave Controller)
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Raspbermry Pi Node
(Z-Wave Controller)
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Device Dewoe
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Device
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Figurel3: Organization of elements in\®aveoneM2M

There ae vast number of scenarios in which thi@dulecanbe helpful For examplewhen aZz-Wave
device captures an unusually high temperatetg.in case of fire thethe situationcan bepropagated
instantly from 2WaveoneM2M to oneM2M server. Thean emerg@cy-handling application can
identify andlocatethe situationandtake steps to handle .it Since ZVave based devices can capture
several different attributes such as temperature, humidity, luminance, motion and so-@avé
oneM2M can be used in varigbf different applications and scenarios.

3.3.4 OCF-oneM2M

With OCFoneM2M interworking technical specificatigd] implementation, oneM2M applications can

control and get data from OCF devices. The OCEAN open source community provides OCF IPE as well
as the &Cube oneM2M gateway platform, the Mobius sempkatform. Figure1l4 shows the system
composition for OCF devices to be used in oneM2M system with the open sources.

[~ ]

OCF

Device =
; )| OcF (lonem2m || ...
& oencommecrvry Client AERN............
Mapping

Translation —/

Gateway

Figureld: OCFoneM2Minterworking configuration with open source implementations
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For the interworking, firstly the OCF devices and resources are represented in oneM2M resources and
exposed into the gateway platform (i.e. MBSE). The other application (e.g. registered to #ees
platform) can use oneM2M discovery API to search for an OCF device matching the filter criteria in the

query.

For control, the application can send control message in <contentinstance> resource create request to
the gateway platform. It triggers nification message and is sent to the OCF IPE. The IPE then
translates the message into OCF message and send the OCF protocol message to the corresponding
OCF device which has OCF server capability.

The OCF IPE observes OCF resources and when it getatioti§i for the update, it triggers a new
<contentinstance> resource creation that could be consumed by oneM2M application as updated OCF
resources.

3.3.5 LoRa -oneM2M

LoRaoneM2M interworking technology is deployed in WASE firstly for the smart parking usase.

In the oneM2M specification, the IPE (Interworking Proxy Entity) is a type of application entity (AE)
which translates two different protocols. The LoRa IPE consists of LoRa G/W interworking S/W and
oneM2M AE so it can provide message exchange betwe&a and oneM2M.

Usages of this LoRa IPE is not limited to LoRa parking sensors as deptigedets, but also can be
applied for the other type of LoRa devices (e.g. LoRa trackers).

Q 4 e

LoRa IPE
(ADN-AE)

@ 3€130M
=

user and manager apps

parking sensor

Figurel5: Smart parking service deployment using LoRaM2M interworking

Figurel6 shows the oneM2M resource structure fire LoRa IPBEvhich can be generically used not

only for parking service but the other services. This structure providesuplink and downlink

message transfer between LoRa G/W and a oneM2M platform. When uplink message is generated by
LoRa device, it gets saved in the oneM2M platform (e.gC3E) as a <contentinstance> resourceby

LoRa IPE. In the figure below, the newtreated uplink message resource path is
AGY20AdzAks I LI ! LHkf RSPOAOS9! LHhkdzLXk f YaIHe d b2GS GK
<appEUI> resource) means the resource instance name is not fixed. In contrast, when the LoRa IPE
gets natification from theplatform for downlink message, it sends the message to the LoRa G/W and



get forwarded to the corresponding LoRa device. To perform this, the LoRa IPE subscribes each LoRa
RSOAOSaAaQ R2eyt Ayl YSaal3aS fO02ylilFAySNH NBa2dz2NOSo
Two information in a LoRa protocol sgage are needed for oneM2M system interworking: application

EUI Extended Unique Identifigrand device EUI. Application EUI represents application service (e.g.
parking service) identifier that service provider defines. Each appEUI resource contaices EeNi
<container> resources as children, which represents individual LoRa device having the same service
identifier. The LoRa IPE uses this two identifiers in a LoRa message to determine resource path for

uplink message resource creation and two ident#ficn a oneM2M resource to send LoRa downlink
message to the LoRa G/W.

mobius
parking sensor collection

<appEUl=

<deviceEUl>

anothersensorcollection downMsgSub

Figurel6: oneM2M resource structure for LoRa IPE

3.3.6 GS1-oneM2M

oneM2M Interface Docke

A

GS1l-oneM2M MMG Docker instance
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n y SensiNact-oneM2M
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Figurel7 GStoneM2M MMG Docker Instance
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In the WISHOT project,GS1Oliot is used to collect bus information data from Busan dityorder to
make the data available on the WIgH platform, more specifically the oneM2M server, the GS1
oneM2M MMG works as a mediattw sync the data between G&lliot and oneM2M .

To push the data from GSQIiot to oneM2M, the oneM2M Accessing Agtication of the MMG uses
the EPClguerying interface to get data from GS1 and publish it to oneM2M uki@dIQTT binding
Additionally, the bus information is stored in ohBPCIS in thefm of events and master data (EPCIS
data model). Therefore, it is the responsibility of the @&&M2M MMG module to translate the
Oliot-EPCIS data model based information into oneM2M data model before publishing dmeM2M
server.

Similarly, informabn collectal by another platform can be collected back to &3ibt throughthe

oneM2M Capturing Application which subscribes to the oneM2M settesonverts the oneM2M
based data into EPCIS events and master data beforimgtit into the EPCIS repositorfhe position
of the MMG in integrating GS1 with WIgH is shown ifrigurel?.

The dockezedinstance of GSbhneM2M MMG will be ®red inthe WISHoOT docker repository. The
MMG can then be used with minimum configuration, which enables interactions withthe Oliot
architecture to collect bus information data.

3.3.7 sensiNact -oneM2M

The sensiNact platforns used for thesmart skiinguse case thais deployed in Europe. This platform,
developed by the CEANd hosted in the Eclipse Foundafi@s an open source projegproposes its

own agnosticdata model It means that the data model does not depend on the targeted environment
where the platform is deployedsensiNact allows to connect to the physical devices or upper layer
platform like oneM2M using bridges, i.e., dedicated components enabling the translation from a data
model to another data model.

sensiNact solution is based on tRESGi specificatiof8], a new bridge can be added or removed at
runtime according to the needs of the users or of the environment. Thus, the integration of a new
protocol into the platform does not affect the others components already available. sensiNact also
limits the development time related to the integration of a new protocol because the developer only
focuses on the protocol and the data model.

! https://projects.eclipse.org/projects/technology.sensinact/
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Figurel8- Connecting the physical devices to the oneM2M platform using sensiNact

In the WiseloT project, sensiNact is deployed in Chamrousse, for the smart skiing use case. sensiNact
can be deployed in a distributed way. In imply that tdeployed instances of sensiNact can be
connected using an Eastwest interface. The two instances of sensiNact, one in Chamrousse and one in
the backendWiseloT platforminstance share the resources but from the user point of view there is

only one system.The sensinaebneM2M MMG module is only composed of a light version of
sensiNact and of the oneM2M MQTT binding. The corresponding architecture is presemftigdirie

18.

When the WisdoT platform wants to gather data from the sensiNact deploysée casesite, the
MMG just have to instantiate the sensinamteM2M MMGmodule The later connects to the esite
sensiNact and can then push data to oneM2M platform usi@TV binding

Finally, to be supported by the MM@he sensiNacbneM2M MMG module i.e., the dedicated
oneM2M bridge and the coreare packaged in a Docker container and stored into the MMG R2
repository. Thus, it can be instantiated for interconnecting smart skiing devices to the-Miise
platform.

3.3.8 Insator -oneM2M

Insator is an enterprise loT platform that supmevelopng smart solutions and intelligerservices
providing an IoT data pipeline, analys capabilies and iteroperability with enterprise systems. It
covers on premise and cloud environment both targeting enterprise busineBgesipporting various
IoT connectivity protocolsinsator applied oneM2M standarctertification from July in 201and
developed OCHstandard adaptor for Samsung Electronics deviedast Jan Furthermore, In order to
support customized protocols to connect equipment and devjdesatoralso have message schima
modeling tool so that developers can leverage it wheerytmeed to build their own customized
adaptor to connect paticular devices.

2 http://onem2m.org/images/files/deliverables/T8010MQTT_protocol_bindingy1l_0_1.pdf



Figurel9- Insator Adaptable Architecture gupport various I0T connectivity protocols
In the WISHOT project, Insatoris deployed irAlpensia for the skiingesort managementise case.

In order toarchivelnsatoroneM2M interoperability, Insator applied bridge pattern to implement the
different kind of standardsThe corresponding architecture is presentedrigure 18 Once the front
station collect the data from LoRA Gateway(IPE), internal message converter of {osekd2M

MMG which is responsible for translating the data format based on loT standards changes the data for
Insator Engine. After changinghe data as an internal messagerftat, Data Bus which is a message
queue deliver it to Insator Engine so that the oneM2M service store the data into the database. Once
the oneM2M comes in Insator as a uplink message, oneM2M {&E) get the message payload to
parse the data based dhe resource model we created for the resort management applicatiofih
InsatoroneM2M MMG also provide resource CRUD and the subscribe/notify functions for the resort
management application.









